
 
 
Basic Stats Defini-ons for a Regression Analysis: 
 
 
The Null Hypothesis = The hypothesis that the two measurements, i.e. physical ac-vity and 
happiness, are NOT correlated. 
 
 
R = The correla'on coefficient is measured on a scale that varies from + 1 through 0 to – 1. 
Complete correla-on between two variables is expressed by either + 1 or -1. When one 
variable increases as the other increases the correla-on is posi-ve; when one decreases as the 
other increases it is nega-ve. Complete absence of correla-on is represented by 0.  
 
 
Beta (b) = The parameter β (the regression coefficient) signifies the amount by which change in 
x must be mul-plied to give the corresponding average change in y, or the amount y changes 
for a unit increase in x. In this way it represents the degree to which the line slopes upwards or 
downwards. 
 
 
P-value = In sta-s-cs, the p-value is the probability of obtaining results at least as extreme as 
the observed results of a sta-s-cal hypothesis test, assuming that the null hypothesis is 
correct.  An easy way to think about a p-value is that it is the probability that the null 
hypothesis is correct (there is no correla-on between the parameters being measured). For 
example, a p-value of 0.05 means there is a 95% chance that a correla-on is true, and only a 
5% chance the null hypothesis (no correla-on) is true.  A p-value < 0.05 therefore means a 
correla-on is >95% of being true. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


